High-Speed Collision Avoidance using Deep Reinforcement Learning and Domain Randomization for Autonomous Vehicles

Georgios D. Kontes¹, Daniel D. Scherer¹, Tim Nisslbeck¹, Janina Fischer¹ and Christopher Mutschler¹

Abstract—Recently, deep neural networks trained with Imitation-Learning techniques have managed to successfully control autonomous cars in a variety of urban and highway environments. One of the main limitations of policies trained with imitation learning that has become apparent, however, is that they show poor performance when having to deal with extreme situations at test time – like high-speed collision avoidance – since there is not enough data available from such rare cases during training. In our work, we take the stance that training complex active safety systems for vehicles should be performed in simulation and the transfer of the learned driving policy to the real vehicle should be performed utilizing simulation-to-reality transfer techniques. To communicate this idea, we setup a high-speed collision avoidance scenario in simulation and train the safety system with Reinforcement Learning. We utilize Domain Randomization to enable simulation-to-reality transfer. Here, the policy is not trained on a single version of the setup but on several variations of the problem, each with different parameters. Our experiments show that the resulting policy is able to generalize much better to different values for the vehicle speed and distance from the obstacle compared to policies trained in the non-randomized version of the setup.

I. INTRODUCTION

Recent success of Deep Learning in both long-standing research challenges and applied problems paved the way for the adoption of this technology by the automotive industry as a core component for the realization of self-driving vehicles [1]. Deep neural networks not only have replaced classical computer vision algorithms for scene understanding and feature extraction in autonomous vehicles [2], but have also been trained to provide the desired trajectory of the vehicle [3] or even the low-level control actions directly [4], utilizing input from cameras and other sensors.

Most of these networks are trained using Imitation-Learning techniques. Here, the training algorithm is provided several example executions of a task by an expert (e.g. human drivers) and the goal of the learning algorithm is to arrive at a driving policy that not only mimics the actions of the expert, but is also able to generalize the expert strategy to unseen situations.

The main problem with Imitation Learning is that even if a large amount of data is available, it might still not be enough [3]. This is because the source data might not contain critical information on the application environment, e.g. how to recover from error/risk situations that do not appear in the training data. In this case, the training must be augmented with data collected in the application environment to accumulate possible errors and learn a robust policy for this domain [5].

This drawback becomes even more limiting if we address “corner cases” in autonomous driving. For example, in this paper we aim at training an Advanced Driver-Assistance System (ADAS) that would take control of the vehicle (steering, acceleration and braking) to avoid a collision – a situation which is usually challenging for human drivers [6]. As this is a rare event in every-day driving, the available data for training will not contain a sufficient amount of imminent collision (and subsequent avoidance) cases.

To tackle this problem, we build upon prior work [7], [8] and propose to utilize a realistic simulator for the design of such a system. For the training, we leverage state-of-the-art (Deep) Reinforcement Learning (RL) algorithms combined with simulation-to-reality (sim2real) practices that have been shown to enable the transfer of learned policies to the real world with minimum or no fine-tuning [8].

Our contributions are the following: i) we design a high-speed collision avoidance scenario in a realistic simulator and train a controller/policy (a deep neural network) using the Twin Delayed DDPG (TD3) RL algorithm; ii) we use a simulation-to-reality transfer methodology (Domain Randomization) to design a robust policy that will perform well in a wide variety of variations of the problem at hand; and iii) we illustrate the generalization performance of the trained policy as opposed to controllers trained on fixed versions of the collision avoidance task.

The remainder of this paper is structured as follows. Section II presents related work from the fields of RL,
autonomous driving and robotics; Section III provides an in-depth analysis of the proposed methodology; Section IV presents the evaluation scenario, the experiments performed and the results; Section V analyses the strengths and the possible weaknesses of the methodology and offers insights on future work; and Section VI concludes the paper.

II. RELATED WORK

Our methodology is based on the use of a high-fidelity simulator as a proxy for the real-world collision-avoidance scenario. The policy is trained using Deep Reinforcement Learning in the simulator, where there is room for trial-and-error exploration. As the real world conditions can be quite different from the simulation environment, we leverage a simulation-to-reality transfer methodology called Domain Randomization to ensure that the trained policy can be deployed in the target environment with little or no further tuning.

A. Reinforcement Learning for autonomous driving

Recently, Deep Reinforcement Learning has been proposed for tackling several autonomous driving sub-tasks [9], [10]. The training schemes reported in the literature can be classified into two broad categories: i) image-based (also called end-to-end) solutions, which utilize a deep neural network policy that takes camera images as inputs and provides vehicle trajectories or even low-level control actions as outputs; and ii) solutions based on learning so-called affordances [11]. Affordances are high-level features like the distance from the center of the lane, distance from traffic light ahead, speed limit, etc. A Convolutional Neural Network (CNN) is trained to approximate the values of these features in each frame; these are then used as inputs to the deep neural network policy that controls the vehicle.

One of the first real-world applications of end-to-end RL is presented in [12], where the authors combine images from a monocular camera with the observed vehicle speed and steering angle to learn a neural network policy that is able to follow the road lanes.

In simulation, [13] train an end-to-end RL algorithm that controls a race car at high speeds. The action space for the steering, throttle, brake and handbrake actuators is discrete; this design decision allows for faster training without sacrificing the final driving performance, as indicated by the author’s results.

Feature-based training on the other hand usually addresses high-level problems, such as safe lane-change or intersection crossing. Here, in most cases, the ego vehicle state is complemented with information about the surrounding vehicles’ states (e.g. relative distances, velocity, acceleration, etc.) and the augmented state representation is used as input to the neural network policy. For example, the authors in [14] introduce a risk-based human lane-change model that evaluates the control actions the RL agent is generating for a lane-change scenario, while the authors in [15] explicitly define a network that learns to evaluate the risk of possible actions and thus steer training towards agents that make safer decisions, and successfully evaluate their approach in lane-keeping and intersection-crossing scenarios.

A notable exception where RL is used for both high- and low-level control in autonomous driving scenarios is the work presented in [11]. The authors manage to train a policy using Reinforcement Learning, that is able to successfully drive a simulated vehicle in an urban environment, by constantly solving tasks like traffic-light and road-sign detection, pedestrian and vehicle avoidance, lane keeping, complying to traffic rules, etc. They achieve this by pre-training a CNN to extract specific features like semantic segmentation of the image input, distance and angle from the center of the current road lane, status of visible traffic lights and presence of intersections; these features are then used as an input to the driving policy network that is trained using RL algorithms. The authors argue that with this decomposition of the problem they are able to train more complex networks and with less samples compared to end-to-end approaches.

Our work differentiates from the papers presented above along two main axes: i) we explicitly study high-speed collision avoidance for autonomous vehicles, which is a problem with different requirements compared to the relatively low-speed settings of urban driving scenarios or lane-change highway settings; ii) we fuse the training of our policy with a simulation-to-reality transfer approach aiming at designing a robust policy that can be transferred to the real-world application with minimum effort.

B. Domain Randomization

It is known that Deep Reinforcement Learning algorithms can generate solutions that overfit to the training environment and are not able to generalize – not even to small variations on the training setup [16], especially if the policy representation is highly expressive (e.g. as in the case of deep neural networks). To add to this, RL algorithms are notorious for discovering and exploiting spurious features to maximize their reward on a given task [17].

A simple and straightforward, but also efficient solution to this problem is Domain Randomization (DR) [18], i.e., to train not in a single environment, but on a distribution of similar environments, with small variations between them. This
way, during deployment, the real environment will appear to the policy as yet another variation. Domain Randomization can take the form of variations in the underlying physics and system dynamics, different levels and types of sensor noise (e.g., blurred and rotated images) or even of an adversary preventing the system from solving a given task [19].

In the autonomous driving domain, the only study on DR to our knowledge is the work presented in [8]. Here the authors train policies in simulation and then apply in real vehicles. The goal is to learn to drive within the road lane in a variety of scenarios. Different levels of domain randomization are applied as variations in the image data and noise in the sensor measurements and several types of policies are trained.

Even though we select our policy structure based on the reported results of [8], our main differences with this work are: i) we study the problem of high-speed collision avoidance, which can be more challenging compared to low-speed lane following settings; and ii) we drastically change the settings of the problem in the DR configuration instead of limiting the variations to only noisy sensor measurements.

III. METHODOLOGY

We propose the use of simulation to design a safety system that will take full control of a vehicle before an imminent collision and manage to avoid it. A schematic of our approach is illustrated in Figure 3. Here, we use the Twin Delayed DDPG RL algorithm for the system training in the simulator (i.e. developing our policy/controller). The algorithm collects data from simulation runs and periodically uses these data to design better control parameters for the agent/policy. In the simulation side, the agent utilizes the most recent policy parameters to generate control actions for the vehicle in each simulation timestep. In our approach, instead of defining a fixed simulation environment for the training, we leverage Domain Randomization, i.e. our agent is trained under several variations of the environment. This will allow to transfer the learned policy to the application environment with minimum or no additional training.

A. Separation of Perception and Collision-Avoidance Modules during training

Instead of adopting an end-to-end training approach, where the policy uses images as inputs and provides low-level control actions as outputs, we separate the perception functionality from the control policy. To achieve this, we build upon the work of [20], [11] in learning affordances, as described in Section II-A.

This approach has numerous benefits. First of all, it has been shown to lead to faster training of larger networks with less samples [11]. Second, as the perception and control modules are separated, we can use our method to train the collision avoidance functionality and then leverage any scene understanding and perception technology from any vendor available in the market without needing to retrain an end-to-end solution; our only requirement is that our policy is provided with the appropriate features. Finally, this decomposition leads to more modular and interpretable solutions compared to end-to-end approaches [20].

B. Twin Delayed DDPG

In an RL setup, usually the problem at hand is modeled as a Markov Decision Process (MDP) [21], which is defined by the tuple \((S, A, T, R, \gamma, \rho)\). Here, \(S\) and \(A\) are finite sets of states and actions, respectively, \(T\) is a transition model that expresses the probability to end up in state \(s_{t+1}\) at timestep \(t+1\) if the environment is in state \(s_t\) and action \(a_t\) is applied at timestep \(t\), \(R\) is a reward function with \(r_t(s_t, a_t, s_{t+1})\) being a real number indicating the quality of this transition, \(\gamma \in [0, 1)\) is a discount factor for future rewards and \(\rho\) the initial state distribution, i.e., \(s_0 \sim \rho(s)\).

The RL task is that an agent learns which actions to take in specific situations in order to maximize the cumulated, expected future reward. The action selection is determined by sampling from a stationary policy \(\pi(a_t|s_t)\) for the MDP, which indicates the probability of selecting an action \(a_t\) in state \(s_t\) (see also Figure 3).

In the typical RL scenario, we do not know the transition model and we need to learn an optimal policy using only available data. One of the classical algorithms that addresses this problem is Q-learning [22]. The algorithm iterates between estimating the state-action value function \(Q(s, a)\) of...
the MDP from the available data and using this estimate to infer a better policy until convergence. The state-action value function for a given policy \( \pi \) is defined as:

\[
Q^\pi(s, a) = \mathbb{E}_{a_t \sim \pi, s_t \sim T} \left( \sum_{t=0}^{\infty} \gamma^t r_t \mid s_0 = s, a_0 = a \right)
\]  

(1)

and expresses the estimated total reward when taking action \( a \) in state \( s \) and following the policy \( \pi \) thereafter.

Using the available transitions, the estimate for the \( Q \) value is updated in each timestep as follows:

\[
y_t = r_t + \gamma \max_{a_{t+1} \in A} Q(s_{t+1}, a_{t+1})
\]

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (y_t - Q(s_t, a_t))
\]  

(2)

\[\] where \( y_t \) is called the target, \( |y_t - Q(s_t, a_t)| \) is called the Temporal Difference (TD) error and \( \alpha \) a learning rate.

The policy-improvement step calculates the improved greedy policy over the estimated \( Q \) value function for all states \( s \) in \( S \) as: \( \pi_{\text{ew}}(s) = \arg\max_{a \in A} Q(s, a) \). In practice, we need a policy that explores all parts of the state space. To achieve this, we use the \( \epsilon \)-greedy policy defined as follows: when the environment is in state \( s \), the best action according to the greedy policy is applied with probability \( 1 - \epsilon \), otherwise a random action is selected from the set of the \( \epsilon \) predictions.

When the state space of the MDP is large (or continuous), then the \( Q \) value function can be approximated with a function with features \( \phi(s, a) \) and parameters \( \theta \). For linear approximators, this can be done analytically, but for non-linear approximators, such as neural networks, training can be unstable and might even diverge [21]. To add to this, when for problems with continuous action spaces, the greedy policy improvement is no longer applicable.

Recently, the authors of [23] managed to implement Q-learning with neural network approximators for the \( Q \) value in an algorithm called DQN, which was further extended to continuous action spaces in a new algorithm called Deep Deterministic Policy Gradient (DDPG) [24]. To stabilize learning, instead of using each sample only once (as shown in Equation 2) a replay buffer \( B \) is defined where all the samples are stored. In addition, a second network for the \( Q \) estimator with parameters \( \theta' \) is introduced, called the target network. This network is used to calculate the target \( y_t \) for each sample and its weights are updated less frequently compared to the value network. This update can be done by mixing the two network weights with Polyak averaging: \( \theta' = \tau \theta + (1 - \tau) \theta' \).

Finally, to support continuous actions a parametric function \( \mu \) for the policy (a deep neural network) with parameters \( \psi \) is defined, accompanied by a respective target network with parameters \( \psi' \).

In each training iteration, a mini-batch is sampled from the replay buffer and the weights of the value network (parameters \( \theta \)) are updated using back-propagation with the following loss function:

\[
\mathcal{L}(\theta) = \mathbb{E}_{(s_t, a_t, r_t, s_{t+1}) \sim B} \left[ r_t + \gamma Q(s_{t+1}, \mu(s_{t+1}; \psi'); \theta') - Q(s_t, a_t; \theta) \right]^2,
\]

(3)

with \( \mu \) the policy and \( \psi' \) and \( \theta' \) the weights of the policy and value target networks respectively. The weights of the policy are updated by gradient ascent corresponding to the following maximization procedure:

\[
\max_{\psi} \mathbb{E}_{s \sim B} \left[ Q(s, \mu(s; \psi); \theta) \right],
\]

(4)

while keeping value weights \( \theta \) fixed. As the policy now is deterministic, exploration is achieved by adding noise to the action selection during training.

One of the main issues of DQN and DDPG is that they overestimate the \( Q \) values for some actions, which leads to unstable learning [25]. The Twin Delayed DDPG (TD3) algorithm [26] addresses this problem by learning two value networks (and a separate target network for each) and uses the smallest \( Q \) value of the two for calculating the target \( y_t \). In addition, to further stabilize learning, two additional modifications are made compared to DDPG algorithm: i) the parameters of the policy and all the target networks are updated less frequently compared to the value network; ii) noise is added to the action selected by the target policy network to enable the value network to predict similar actions to neighboring states, thus smoothing out the value predictions.
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Fig. 4: Evolution of training for the all the agents trained on the fixed environment configurations (upper plot) and agent trained on the DR environment (lower plot).

C. Domain Randomization

As stated before, to enable seamless simulation-to-reality transfer we utilize the Domain Randomization approach. In the work presented here, we choose to randomize the initial speed and the distance from the (static) obstacle blocking the road (see Section IV-D).

One of the main deviations from the Domain Randomization for RL literature is that even though they suggest the use of Long Short-Term Memory (LSTM) policies [19], we use a...
much simpler three-layer feed-forward network. The reason for this choice is twofold: i) a smaller network requires significantly less samples to train and much less hyper-parameter tuning compared to LSTM-based networks; and ii) as the problem we address here is simpler compared to the dexterous-manipulation setup defined in [19] for example, a high-capacity LSTM network would be able to memorize the best sequence of actions for all environment variations in our Domain Randomization setup, thus exhibiting poor generalization properties. These points were also observed by the authors in [8], which verified that an LSTM policy showed limited generalization abilities to the real world compared to a feed-forward policy for a lane-following task.

IV. EXPERIMENTS AND RESULTS

A. The Collision Avoidance Setup

To evaluate our method, we define a high-speed obstacle avoidance setup as shown in Fig. 1. The scenario is as follows: the ego vehicle drives into a city tunnel with speed $s_{ego}$ km/h using two PID controllers for longitudinal and lateral control and it detects an obstacle on its lane (a stationary vehicle) when its distance from the obstacle is $d_{obs}$ meters; at this point the low-level control of the vehicle (throttle, steering and braking actions) is taken over by a neural network-based policy in order to perform a high-speed maneuver to avoid collision. The task is to design a policy that will consistently avoid the obstacle (i.e. will overtake it from the right side, where there is an opening as shown in Fig. 1), regardless of the initial vehicle speed $s_{ego}$ and distance from the obstacle $d_{obs}$.

We setup the obstacle-avoidance scenario in a tunnel within the “Town03” world map of the open-source CARLA (v0.9.6) simulator [27]. The vehicle is controlled at 15 Hz and the episode ends after a fixed length of 100 time-steps.

B. States, Actions and Rewards

Following the RL setup, in each simulation timestep, the simulator provides a set of states/observations to the neural network policy which in turn provides a set of control actions to be applied on the simulated vehicle. At the same time, a reward is calculated based on the state of the environment and the selected action.

More specifically, we define the following states (scaled appropriately):

- $s_1, s_2$: the location of the ego vehicle as $(x, y)$ coordinates in the global frame;
- $s_3$: the yaw angle of the ego vehicle;
- $s_4, s_5$: the velocity of the ego vehicle in the $x, y$ directions of the global frame;
- $s_6$: the yaw rate of the ego vehicle;
- $s_7, s_8$: the acceleration in the $x, y$ directions;
- $s_9 - s_{11}$: the control actions applied in the previous timestep;
- $s_{12} - s_{16}$: the location, yaw angle and length and width of the bounding box of the obstacle;
- $s_{17} - s_{20}$: we define eight waypoints (represented by their $(x, y)$ coordinates) that indicate the free road lane that the ego vehicle can use to overtake the obstacle, as shown in Fig. 1. These waypoints also serve as a representation of the road curvature that the ego vehicle must follow and in a real-vehicle application would be provided by an available map. As the state representation we use the Euclidean distance and relative angle between the ego vehicle and each of the eight waypoints.

The available control actions are the throttle and brake positions and the steering angle, all normalized in the $[-1, +1]$ interval.

For the reward definition, we have experimented with several configurations. Initially, we tried to penalize the impact of the collision for each collision in an episode, but the training process converged to a local optimum that favored light collisions instead of trying to overtake the obstacle. Due to this, as a second step we defined a reward shaping scheme [28], by utilizing the same eight waypoints used to create $s_{17} - s_{20}$ in the state representation as follows:

1) we identify the waypoints $j$ out of the eight waypoints in the trajectory that still lie ahead (i.e. the ego vehicle has not reached yet);
2) we calculate the Euclidean distance $d_{w_j}$ between the ego vehicle and these waypoints and define the waypoint-related reward $r_{w_j}^i$ in each timestep $t$ as the sum of the negative distances of the waypoints that still lie ahead

$$r_{w}^i = -\frac{1}{10} \sum_{w_j \text{ not passed}} j \cdot d_{w_j}$$

The distance is also multiplied by the waypoint index $j$, in order to provide an additional incentive to the agent to follow the trajectory.

Even with this reward shaping the trained policy required a large number of samples to discover the obstacle-override strategy, as it would again get trapped in a strong local optimum that led the car to make a U-turn and crash in the right wall in some cases. To avoid this, we added a small positive reward term for the vehicle speed $s_{ego}$ as follows:

$r_t = \frac{s_{ego}}{100} + r_{w}^i$. This way the policy is encouraged to find solutions that maintain high speed for the ego vehicle, hence forcing it to explore the overtake maneuver.

Note here that our initial reward design involved a Curriculum Learning setup [29]: once the agent learned to overtake the vehicle, we would add another term in the reward function penalizing collisions and continue training. As the results in the following Section indicate, the agent detected collision-free trajectories even without this extra step, so we did not fine-tuned the agent with a collision term in the reward. Still, the final evaluation criterion is whether the agent manages to avoid the obstacle without colliding.

C. Domain Randomization

For the Domain Randomization configuration, we generate 20 variations of the collision avoidance setup by selecting four values for the ego vehicle speed ($s_{ego}$ ∈
target networks is set to 0.005. At 0.5). The mixing factor target policy (with standard deviation set to 0.2 and clipping exploration (with standard deviation set to 0.5) and for the timesteps. Each update iteration involves 1000 gradient steps.

Actor and the Critic are modeled as three-layer feed-forward algorithm, we utilize the Stable Baselines library [30]. The configurations of the environment. Each agent is trained in an environment with 1000, 500 and 300 hidden units, providing in kg m/s by the CARLA simulator) summed over all collisions occurring in an episode.

D. Evaluation

To evaluate the performance of our solution we define 42 variations of the environment, with \( s_{ego} \in \{82, 87, 92, 97, 102, 107\} \text{km/h} \) and \( d_{obs} \in \{20.5, 23.5, 26.5, 29.5, 32.5, 35.5, 38.5\} \text{m} \). We evaluate each combination of parameters five times and average the achieved total reward to account for small variations in the simulation. Notice that these evaluation sets also contain values that are outside the range used during training to explore the ability of the DR-trained policy to extrapolate. All other values do not overlap with the speed and distance configuration used in training to verify that the policy can interpolate in unseen variations of the environment and has not simply memorized the solutions for all the training configurations.

In addition, we train nine agents without DR for different configurations of the environment. Each agent is trained in an environment with a fixed combination of initial speed and distance from the obstacle, with \( s_{ego} \in \{85, 92, 100\} \text{km/h} \) and \( d_{obs} \in \{20, 25, 30\} \text{m} \) being the fixed values. Each of these agents is then evaluated in the same 42 environment realizations as the DR agent. The results will illustrate whether the generalization ability of the final agent is due to the DR-enabled training or the agents trained in fixed environments can also generalize.

The reward for the evaluation setup is different compared to training. Here, as an evaluation metric for each already trained agent we use the collision intensity (provided in kg m/s) summed over all collisions occurring in an episode.

E. Training Parameters

For the development of our policy/controller using TD3 algorithm, we utilize the Stable Baselines library [30]. The Actor and the Critic are modeled as three-layer feed-forward neural networks with 1000, 500 and 300 hidden units, respectively. All hidden units have ReLU activation [31].

The replay-buffer size is set to 1000000 transitions and the batch size for each gradient update to 100 samples. The Critic networks (predicting Q values) are updated every 1000 timesteps, whereas the policy and target networks every 2000 timesteps. Each update iteration involves 1000 gradient steps (with new sampled minibatches from the replay buffer for each step).

We use zero-mean Gaussian noise both for the action exploration (with standard deviation set to 0.5) and for the target policy (with standard deviation set to 0.2 and clipping at 0.5). The mixing factor \( \tau \) for the Polyak averaging of the target networks is set to 0.005.

The discount factor \( \gamma \) is set to 0.998 and the algorithm runs for 1000000 iterations. We use Adam [31] with initial value 0.0025 for the learning rate that is linearly annealed to zero towards the end of training. Finally, we allow the collection of 50000 initial random exploration samples.

F. Results

We train the agents in both fixed (i.e. an agent is trained in an environment with fixed initial speed and distance from the obstacle) and DR-enabled environments until convergence. The evolution of training is shown in Fig. 4, where the upper plot shows the mean and variance of the reward per episode for all the agents trained on the fixed environments and the lower plot shows the same information for five training runs of the agent trained in the DR setup.

After each agent is trained, we assess its generalization properties using the evaluation described before. A successful avoidance maneuver is shown in Fig. 2, while Fig. 5 shows the total evaluation reward per episode (see Section IV-D) for each of the trained agents with the different environment configurations defined in Section IV-D. The title of each subplot in Fig. 5 indicates the combination of ego vehicle speed and distance from the obstacle each agent was trained with and the colormap indicates the performance of each agent in the different regions/combinations of the ego vehicle initial speed and distance from the obstacle in the evaluation setup.

Starting with the first row, where the agents are trained for initial speed \( 85 \text{km/h} \) and varying distance, it is evident that some of the agents perform well only within the region of values they are trained on and poorly far from them, while others are more robust. The agent trained with \( 20 \text{m} \) distance for example performs poorly for higher speeds and distances, with worse performance in the region between 90 and 100 km/h speed and 25 and 30 m distance. Similar observations can be made for the agent trained at 30 m, which exhibits rather poor performance for a region of higher speeds (95 – 100 km/h) compared to the training setup. Finally, the agent trained with 25 m distance generalizes well to unseen environment configurations, except for low-speed high-distance scenarios.

In the second row, agents trained with \( 92 \text{km/h} \) speed seem to generalize relatively worse compared to the previous ones. Here, the agent trained at \( 20 \text{m} \) distance generalizes well to large portions of the combined space, except from speeds higher than 100 km/h and distances higher than 30 m. The agent trained at \( 25 \text{m} \) distance exhibits really poor performance in configurations with speeds higher than 100 km/h and also struggles with distances higher and lower to 25 – 30 m. The agent trained at 30 m shows very strong generalization properties except from the region defined by speeds between 95 and 100 km/h and distances higher than 28 m. Also performs poorly for distances over 34 m combined with low initial speed.

In the third row, the agent trained with 100 km/h speed and \( 20 \text{m} \) distance exhibits the worst generalization properties, but this is to be expected, since the sequence of actions required to avoid the obstacle when moving at such high speed and at such low distance from it are different compared...
Fig. 5: Results on the evaluation setup, illustrating the generalization properties of each trained agent. The three lines of plots at the top show the results for agents trained on fixed environments while the plot in the last row illustrates the performance of the agent trained with DR. The titles of the subplots indicate which combination of ego vehicle speed and distance from the obstacle each agent was trained with. The reward per episode for each environment variation is the negative sum of the impacts (in kg m/s) during the entire episode (divided by 1000 for better visualization) and is depicted for each agent according to the colormap on the right side of the figure. The evaluation runs consist of all combinations of initial ego vehicle speed $s_{ego} \in \{82, 87, 92, 97, 102, 107\}$ km/h and distance from the obstacle $d_{obs} \in \{20.5, 23.5, 26.5, 29.5, 32.5, 35.5, 38.5\}$ m and are interpolated for more clear presentation.

Overall, what we can infer from the results is that agents trained in mid to high values for speeds and distances generalize much better compared to agents trained in the low-distance/high-speed combinations. Still, the agent trained with DR (shown in the forth row of Fig. 5) outperforms all other agents. The agent is able to avoid the obstacle without any collisions if the initial speed and distance from the obstacle are within the intervals used for DR training ($s_{ego} \in [85, 100]$ km/h and $d_{obs} \in [22, 34]$ m respectively), except from one case (for 97 km/h speed and 29.5 m distance) where there is a small, low-impact hit of the rear right tire with the side-walk in the right side of the tunnel (see Figure 2). On the other hand, we can see a clear drop of performance (i.e. collisions occurring) for combinations that lie outside the region defined by the speed and distance values used in training. This indicates that agents trained with DR do not necessarily “extrapolate” their performance outside the training environment distribution.

V. DISCUSSION

The experimental results indicate that the RL algorithm combined with Domain Randomization during training is able to design a policy that manages to avoid the collision with the obstacle in several variations of the problem consistently. Even though some of the agents trained in specific combinations of initial speed and distance to the obstacle show good generalization properties, it is not clear why training on environments with these parameters leads to good results and how to reproduce in practice or other setups. Thus DR naturally emerges as a generic methodology to achieve a robust policy that can be seamlessly transferred to the application environment.
Additionally, we have observed that for some evaluation runs the vehicle would crash in the wall several meters after it had successfully avoided the obstacle. This of course can be attributed to the specific task the agent solves, which is avoiding the obstacle and not continue with a lane-following function once it has successfully avoid it. We can address this simply by handing over control to the normal driving policy once the obstacle has been avoided, as it would be the case in a real-world autonomous vehicle.

VI. CONCLUSIONS

In the work presented here we have elaborated on the idea of utilizing simulation for training an active driver assistance system that will take full control of a vehicle and manage to avoid an imminent collision. We combine Reinforcement Learning (RL) for the training of the collision avoidance policy with Domain Randomization to enable seamless transfer from the training to the application domain. We evaluate our approach in simulation under a high-speed collision avoidance scenario and verify that the trained policy is able to avoid the obstacle on the road for a wide distribution of initial vehicle speed and distance from the obstacle.

In terms of future work, we plan to change the input states for the agent from the global coordinate system provided by CARLA simulator to a local coordinate system (to e.g. polar coordinates, with the center of the new coordinate system being located at the obstacle position) and alternatively only use camera images as states. In addition, we plan to examine the possible combination of RL and Model Predictive Control (MPC) as a safer alternative to our approach. Here, the RL layer would make high-level decisions (e.g. overtake the obstacle from the right side following specific waypoints) and the MPC module would be responsible for generating and safely tracking the respective obstacle avoidance trajectory.
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