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Monte-Carlo Prediction

Exercise 5.5 Consider an MDP with a single nonterminal state and a single action
that transitions back to the nonterminal state with probability p and transitions to the
terminal state with probability 1—p. Let the reward be 41 on all transitions, and let
~v=1. Suppose you observe one episode that lasts 10 steps, with a return of 10. What
are the first-visit and every-visit estimators of the value of the nonterminal state? !
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First-visit MC prediction, for estimating

Input: a policy ! to be evaluated

Initialize:
V(s) " R, arbitrarily, for all s" S
Returns (s) # an empty list, for all s" S

Loop forever (for each episode):

Generate an episode following! : So,Ao,R1,S1,A1,R2,..., St 1,AT 1, RT
G# 0
Loop for each step of episodet = T$1,T$2,..., 0:

G# "G+ Ri+1

Unless S; appears in Sp, S, ..., St 1:
Append G to Returns (St)
V(S:) # average(Returns (St))
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Monte Carlo Policy Evaluation

After 10,000 episodes After 500,000 episodes
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Figure 5.1: Approximate state-value functions for the blackjack policy that sticks only on 20
or 21, computed by Monte Carlo policy evaluation. |

Ezercise 5.1 Consider the diagrams on the right in Figure 5.1. Why does the estimated
value function jump up for the last two rows in the rear? Why does it drop off for the
whole last row on the left? Why are the frontmost values higher in the upper diagrams
than in the lower? O

Ezercise 5.2 Suppose every-visit MC was used instead of first-visit MC on the blackjack
task. Would you expect the results to be very different? Why or why not? a
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Monte Carlo vs. TD

Exercise 6.2 This is an exercise to help develop your intuition about why TD methods
are often more é cient than Monte Carlo methods. Consider the driving home exampils
and how it is addressed by TD and Monte Carlo methods. Can you imagine a scenar
in which a TD update would be better on average than a Monte Carlo update? Give
an example scenarioNa description of past experience and a current stateNin whicl
you would expect the TD update to be better. HereOs a hint: Suppose you have lots
experience driving home from work. Then you move to a new building and a new parkin
lot (but you still enter the highway at the same place). Now you are starting to learn
predictions for the new building. Can you see why TD updates are likely to be mucl
better, at least initially, in this case? Might the same sort of thing happen in the original
scenario? !




