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MCTS (continued)
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Monte Carlo Tree Search

§ Heuristic search algorithm using random sampling for (deterministic) problems
§ In our setting: Nodes are states, edges are actions

§ Play many rollouts from the root node
§ Selection: Select successive child nodes until a leaf node is reached
§ Expansion: Create a new child node
§ Simulation: Continue with (random) actions until the terminal state
§ Backpropagation: Update information in the nodes on the path traversed

§ Balancing exploitation and exploration during expansion via UCT formula

§ 𝑎 = 𝑎𝑟𝑔𝑚𝑎𝑥!
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The Evolution of AlphaGo to muZero

https://www.deepmind.com/blog/muzero-mastering-go-chess-shogi-and-atari-without-rules
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AlphaGo

§ AlphaGo defeated the Go champion Lee Sedol in a best-of-five tournament in 2016
§ Algorithm outline

§ Training
§ A policy 𝑝(𝑠|𝑎) is trained to predict human expert moves in a data set of positions, refined via policy gradient through 

self-play, and training of value regressor on self-play data

§ Deployment
§ MCTS with policy and value network
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AlphaGo – Training

Stage 1
Pre-training on expert data

Stage 2
Policy gradient

through self-play Stage 3
Value network regression

Slide 5



AlphaGo – Influences on Search Complexity

Exhaustive search

Reducing depth with value network

Reducing breath with policy network

https://www.davidsilver.uk/wp-content/uploads/2020/03/AlphaGo-tutorial-slides_compressed.pdf
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AlphaZero: Mastering Chess and Shogi by Self-Play with a General 
Reinforcement Learning Algorithm

§ Published one year after AlphaGo in 2017
§ Achieved superhuman level of play in the games of Chess, shogi, and Go within 24 hours of training
§ Main goal: Replace handcrafted knowledge and domain-specific augmentations

§ Also: Reduction to one neural network + MCTS already during training via self-play
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AlphaZero

§ One deep neural network 𝑓' 𝑠 = 𝑝, 𝑣 with 
§ move probabilities 𝑝 = Pr 𝑎 𝑠 and
§ value prediction 𝑣 (win probability of the current player)

§ “Tabula rasa” reinforcement learning 
§ A policy plays against a past version of itself (self-play)
§ In each position, an MCTS search is executed

§ Guided by the neural network’s move probabilities 𝑝
§ More robust, sophisticated policy (tree-search informed by policy network’s “best guess”)

§ Network is updated towards MCTS move probabilities (policy head) and self-play winner outcome (value head)

§ “Policy iteration procedure”
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AlphaZero - Method
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AlphaZero - Results
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AlphaZero – Notes

§ Loss function:
§ 𝑙 = (𝑧 − 𝑣)( −π) log 𝑝 + 𝑐| 𝜃 |(

§ Neural network consists of
§ Single convolutional block + 19 or 39 residual blocks
§ Two separate feed-forward policy and value heads

§ Actions are sampled from the MCTS policy during training, but selected greedily during deployment
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muZero: Mastering Atari, Go, Chess and Shogi by Planning with a Learned 
Model

§ AlphaZero transferred to settings without a perfect simulator
§ Remember: MCTS performs multiple rollouts, for which we must query a simulator
§ Also: muZero generalizes to single agent domains and with intermediate rewards settings

§ Instance of model-based RL
§ Apart from board games, achieved new state-of-the-art performance on the Atari benchmark
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muZero - Method

§ Consists of three function approximators

§ Dynamics function: 𝑔' 𝑠*+,, 𝑎* = 𝑟*, 𝑠*

§ Recurrent process that computes, at hypothetical step 𝑘, an immediate reward 𝑟* and internal state 𝑠*

§Unlike traditional approaches to model-based RL, 𝑠* has no semantic meaning attached
§ Deterministic

§ Prediction function: 𝑓' 𝑠* = 𝑝*, 𝑣*

§ Analogous to AlphaGo or AlphaZero, but computed from internal state rather than “world state”

§ Representation function: ℎ' 𝑜,, … , 𝑜- = 𝑠.

§ Encodes past observations into “root” state

§ Given such a model, it is possible to search over hypothetical future trajectories 𝑎,, … , 𝑎* given past observations
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muZero – Planning using the Model
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muZero - Training

§ Compared to past methods, representation and dynamics function also must be trained
§ Place into rollout buffer: 

§ All predictions, i.e., 𝑠*/,, 𝑟*, 𝑝*, 𝑣*

§ Actual reward 𝑢-/*, value 𝑧-/* and MCTS policy π-/*
§ Train end to end

§ All experiments used 5 unrolling steps into the future
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muZero - Results
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muZero - Results
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Cross-Entropy Method (CEM)
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Cross-Entropy Method (CEM)
Pseudocode
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MLSS 2016 on Deep Reinforcement Learning by John Schulman



Thank you for your attention!


