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Overview
Overall Picture
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MDP

DP

MC and TD

Q-Learning, SARSA

VFA

DQNs

Optimal Controller

I don’t have a model (estimation)

I don’t have a model (control)

State-space too large

I don’t have any good features



Model-free Control
TD Methods
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Recap
State-action-value function
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𝑠
𝑎, 𝑟0

𝑠1

𝜋(𝑆1), 𝑟1
𝑠2

𝜋(𝑆2), 𝑟2
𝑠3 … 𝑠ℎ−1

𝜋(𝑠ℎ−1), 𝑟ℎ−1
𝑠ℎ

𝑄𝜋 𝑠, 𝑎 = 𝔼𝜋 

𝑡=0

∞

𝛾𝑡𝑟𝑡 | 𝑠0 = 𝑠, 𝑎0 = 𝑎

Greedy Policy Improvement over 𝐐:

𝜋′ 𝑠 = argmax
𝑎 ∈ 𝒜

𝑄𝜋 𝑠, 𝑎

∀𝑠 ∈ 𝒮, 𝑄𝜋′
𝑠, 𝜋′ 𝑠 ≥ 𝑄𝜋 𝑠, 𝜋 𝑠



Recap
Model-free Control

▪ The (model-free) control problem:

▪ Given experience samples s(𝑠, 𝑎, 𝑟, 𝑠′)

▪ Learn a close-to optimal policy 𝜋

▪ Simple idea:

▪ If we have calculated the value function for a given policy 𝜋 (e.g., from MC/TD policy evaluation from last week), we can 
use it for deriving a better policy 𝜋′ through greedy policy improvement over 𝑄 𝑠  
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Policy Evaluation: Estimate 𝑄 = 𝑞𝜋

e.g., Monte Carlo Policy Evaluation

Policy Improvement: Generate 𝜋′ ≥ 𝜋
e.g., Greedy Policy Improvement over 𝑄

𝑞∗

𝜋∗starting

𝑄, 𝜋



Recap
Q-Learning and SARSA Algorithms

Problem:

We do not know 𝒫 or ℛ or both of the MDP 𝒮, 𝒜, 𝒫, ℛ, 𝛾

Solution:

Model-free methods that use experience samples s(𝑠, 𝑎, 𝑟, 𝑠′)

In Exercise 4 we did:

Model-free Prediction: Evaluate the future, given the policy 𝜋.
(estimate the value function)

In Exercise 5 we will do:

Model-free Control: Optimize the future by finding the best policy 𝜋.
(optimize the value function)
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𝑞∗

𝜋∗

starting

𝑄, 𝜋

Policy Evaluation: Estimate 𝑄 ≈ 𝑞𝜋

e.g., SARSA, Q-learning

Policy Improvement: Generate 𝜋′ ≥ 𝜋
e.g., 𝜖-greedy Policy Improvement over 𝑄

Update every time step:



Recap
SARSA: On-policy control

▪ Apply TD to 𝑄(𝑠, 𝑎)

▪ Use 𝜀-greedy policy improvement

▪ Update at every time-step
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Sutton, R. S., & Barto, A. G. (2018). Reinforcement learning: An introduction. MIT press.



Recap
Q-learning: Off-policy control

▪ Evaluate one policy while following another

▪ Can re-use experience gathered from old policies
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Sutton, R. S., & Barto, A. G. (2018). Reinforcement learning: An introduction. MIT press.



Recap
Q-Learning vs. SARSA
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Q-Learning algorithm (off-policy control)

+ Processes each sample immediately

+ Minimal update cost per sample

+ Poses no constraints on sample collection (off-policy)

- Requires a huge number of samples

- Requires careful schedule for the learning rate

- Makes minimal use of each sample

- The ordering of samples influences the outcome

- Exhibits (even more) instabilities under approximate 

representations

SARSA algorithm (on-policy control)

+ Processes each sample immediately

+ Minimal update cost per sample

- Requires a huge number of samples

- Requires careful schedule for the learning rate

- Makes minimal use of each sample

- The ordering of samples influences the outcome

- Exhibits instabilities under approximate representations

- Poses constraints on sample collection (on-policy)

- Requires careful handling on the policy greediness



Epsilon-greedy policy

Why should we follow an 𝜖-greedy policy? Isn’t this suboptimal?
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Exercise Sheet 5
Model-free Control
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Thank you for your attention!
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