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Summary of Content

Experience Data
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Learning
Value-based

Policy Search /
Policy Gradients
Reinforcement
Learning

\

| ~ Fraunhofer

s



Course Wrap-Up

Summary of Content

Lecture1 & 2

RL Algorithms
{

Lecture 3&4 |

Model-Free RL

a R

Lecture 6 & 7

Policy Optimization

Policy Gradient <—

A2C / A3C <«—

PPO D—

TRPO f—

mlsed RL

—

ST HER

4 5 R
Q-Learning Learn the Model Given the Model
P DQN —> World Models |—' AlphaZero
lIoDpPG <« Lecture 5

—> C51 —> 12A
TD3 by

—»  QR-DQN —> MBMF
SAC <

> MBVE

https://smartlabai.medium.com/reinforcement-learning-algorithms-an-intuitive-overview-904e2dff5bbc
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Course Wrap-Up

Summary of Content

Lecture 11

Offline RL

Lecture1 & 2

RL Algorithms

}

Lecture 3& 4 |

Model-Free RL

)

Lecture 6 & 7

Policy Optimization

Policy Gradient <—

A2C / A3C <«—

PPO D —

Mmflsed RL

—

1

Lecture 8

Landscape of planning methods

Time of Planning

Lecture 9

Decision-Tgne

Continuous Actions

<3

v R §
O-Learning Le:
> DQN
——> loopPG <« Lecture 5
P C51
g TD3 <
QR.DQN Shooting
> SAC < e iLGR .
e DDP .
—— HER s

TRPO - —

Collocation
Direct colloc§igs

STOMP

— I~

Discrete Actions
e Heuristic search
e MCTS

Background Lecture 10

Planning

~

Simulate
Environment
e DYNA
e MVE
e MBPO

Assist Learning
Algorithm
e Policy backprop
e SVG
e Dreamer

https://smartlabai.medium.com/reinforcement-learning-algorithms-an-intuitive-overview-904e2dffsbbc
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Course Wrap-Up

Course Evaluation: Lecture

) i 0% 100% 1 3 4 5 o
Globalindikator BN B H i R R 51,16
. . 0% 100% 1 2 3 4 5
3. Organisation, Inhalte und Kompetenzen der T | TS sy e e mu=1.81
Lehrveranstaltung !
0% 100% 1 3 4 5
4. Struktur der Lehrveranstaltung . I | 1 i D1 | s mw=2,08
. 0% 100% 1 .2 3 4 5
5. Durchflhrung der Lehrveranstaltung 1 T sy I mu=1,52
. . 0% 100% 1 3 4 5
6. Zufriedenheit und Kompetenzerwerb L N | 1Y 2| — | s mw=2.07

= We scored a bit worse than 2023
= Course Content did not change wrt 2023 (we removed content + added more Kahoot)

- Open PDF
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Course Wrap-Up

Exam Exclusion List

N T

02 Dynamic Programming

03 Model-free Prediction

04 Model-free Control

05 Value Function Approximation

07 Policy-based RL #2

09 Exploration in Deep RL

10 Model-based RL (Discrete Actions)

Slide 9

Slides 58-60, 64-70

Slide 37

Slides 47-50 (Double Q-Learning is revisited in 05!)
Slides 56-60, 62

Slides 33-42, 44-62, 73-90

Slides 37-47,

Slides 57-61
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Course Wrap-Up

Written exam on Reinforcement Learning

19.08.2022

Q&A on the exam

10

(a) Bellman Expectation Equation: Define the recursive definition of |
value function V7(s), given a policy =.

V7i(s)

=

(c) Define the three different variants of states we might deal with in MDPs.

iii.

25+% of total points are multiple choice
Up to 2 Programming tasks

Basic formulas should be known & need
to be applied

Central objective functions should be known

2. Bellman Equations & Value Functions

(15 Points)

e

Written exam on Reinforcement Learning

19.08.2022

Written exam on Reinforcement Learning 19.08.2022

(b)

Consider the current state of the tree below.

e at each node there are three different actions available, i.e., a;, a; and a3.

e ¢, denotes the current visitation count at the node

e v denotes the current value estimate of the node

o select actions according to UCB with an exploration parameter of /2
Execute one iteration of MCTS. The tree should be expanded accordingly.
Please update the value estimates v and the visitation counts ¢,.
You will have access to a simulator. It will return an average state value of v =1 for the
state reached from taking a;, a value v = 2 for the state reached from taking ay, and a
value v = 3 for the state reached from taking az. There are various ways to deal with the
ezpansion step. Feel free to choose any expansion strategy that makes MCTS converge.

3. Policy Iteration

(8 Points)

(a) Consider the simple gridworld below. The possible actions are up, down, left
and right, and transitions are deterministic. Actions leading out of the grid
leave the state unchanged. The top-left and bottom-right corners are terminal

The agent receives a

reward of -1 on every transition. We consider a discounted MDP with v = 0.5.

Please apply policy iteration. The left column shows the current state-value function esti-

mates (initially intialized with 0). The right column shows the greedy policy with respect

to the current value function (initially initialized with up in every state. In every iteration

(i.e., line) please do a single sweep over the state space (instead of running until conver-

gence) to evaluate the policy. You are only required to fill out the gray bozes.

states, any of the other cells are nonterminal states.
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